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Abstract

Addressing unwanted biases has become critical as Artificial
Intelligence systems are increasingly integrated into vari-
ous aspects of society. Bias in decision-making can lead to
unfair outcomes, perpetuating social inequalities and discrim-
ination. Causal graphs enable the identification of causal
mechanisms that may contribute to biased outcomes. Evolu-
tionary computation techniques are well known for exploring
large, complex solution spaces and evolving optimal solutions
over successive generations. We propose a novel approach
that combines causal structures with grammatical evolu-
tion, a method using grammar, to create directed acyclic
graphs for modelling and evolving solutions using fairness
and accuracy as fitness criteria. Our approach evolves causal
graphs that balance model fairness and performance in single-
objective and multi-objective settings. Results show that the
multi-objective optimization improved fairness by 32 percent
while reducing accuracy by only 2.85 percent compared to
the single-objective case. This demonstrates that integrating
causal mechanisms with evolutionary computation can effec-
tively develop Artificial Intelligence systems that are both
accurate and fair.
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1 Introduction

Unwanted bias refers to the unconscious assumptions that
affect our decisions, actions, and interactions [6]. A pervasive
issue in various aspects of life, bias has been studied in areas
of philosophy and psychology [1, 14]. Frequently these bi-
ases are present due to societal and behavioural factors, like
culture, personal experiences, and environmental influences
such as stereotyping, confirmation bias, authority bias, and
overestimation bias. Sometimes bias can be present due to
involuntary factors including, anchoring, recall bias, recency
bias, halo effect, or attribution bias [9]. While not all biases
lead to negative outcomes, certain unwanted biases can per-
petuate discriminatory behaviours or actions, resulting in
unfair treatment and manifesting cycles of inequality and
injustice [8]. It is essential to recognize and address these
unwanted biases to prevent unintended consequences and
promote a more equitable and just society. Protected at-
tributes such as race, gender, or age are legally protected
against discrimination [5]. Unprivileged groups face potential
disadvantage compared to privileged groups in contexts like
hiring, and financial lending [12].

Artificial Intelligence (AI) systems were built to assist
decision-making [4]. Unwanted bias can have harmful conse-
quences when Al systems are applied to real world problems,
since it can result in social inequalities and discrimination.
Strategies to detect, mitigate, and prevent unwanted bias
in Al systems are essential to ensure fair, transparent and
unbiased systems. There have been concerns about bias in
AT systems since the earliest days of its development [10, 11].
The outcomes of an Al system and any decision made by
such a system were dependent on the data and could have
been subject to unwanted bias[12]. Facial recognition systems
discriminated against people labelled female, Black, or be-
tween the ages of 18—30 than for other demographic cohorts
[3]. Bias was also detected in other systems like decision sup-
port systems in criminal justice systems, healthcare, financial
systems [5]. Recognizing bias in Al systems has prompted a
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growing body of research and public discourse on understand-
ing its causes, manifestations, and consequences leading to
development of strategies to mitigate its impact [2]. Fairness
metrics are used to determine the extent of the predictions
of an AI system are biasing the results in favour of some
individual or group [7].

In this paper, we explore how Evolutionary Computation
(EC) techniques can be utilized to harness causal relation-
ships among features in a dataset, aiming to develop models
that optimise the key aspects of Al systems, specifically tar-
geting improvements in fairness and accuracy. Causal theory,
as pioneered by Judea Pearl, is a fundamental framework for
analysing dependencies and understanding causal relation-
ships in complex systems [13]. We will be evolving causal
graphs using Grammatical Evolution (GE) to build Bayesian
Networks (BNs) for optimising fairness and accuracy.

The rest of the paper is organized as the following. The
related work is discussed in Section ??, followed by methodol-
ogy in Section ??. We present our results in Section ?? which
are discussed in Section ??. Finally, we offer some conclusions
and propose the future directions in Section ??.
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ases are present due to societal and behavioural factors, like
culture, personal experiences, and environmental influences
such as stereotyping, confirmation bias, authority bias, and
overestimation bias. Sometimes bias can be present due to
involuntary factors including, anchoring, recall bias, recency
bias, halo effect, or attribution bias [9]. While not all biases
lead to negative outcomes, certain unwanted biases can per-
petuate discriminatory behaviours or actions, resulting in
unfair treatment and manifesting cycles of inequality and
injustice [8]. It is essential to recognize and address these
unwanted biases to prevent unintended consequences and
promote a more equitable and just society. Protected at-
tributes such as race, gender, or age are legally protected
against discrimination [5]. Unprivileged groups face potential
disadvantage compared to privileged groups in contexts like
hiring, and financial lending [12].

AT systems were built to assist decision-making [4]. Un-
wanted bias can have harmful consequences when Al systems
are applied to real world problems, since it can result in social
inequalities and discrimination. Strategies to detect, mitigate,
and prevent unwanted bias in Al systems are essential to
ensure fair, transparent and unbiased systems. There have
been concerns about bias in Al systems since the earliest days
of its development [10, 11]. The outcomes of an Al system
and any decision made by such a system were dependent on
the data and could have been subject to unwanted bias[12].
Facial recognition systems discriminated against people la-
belled female, Black, or between the ages of 18—30 than
for other demographic cohorts [3]. Bias was also detected in
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other systems like decision support systems in criminal justice
systems, healthcare, financial systems [5]. Recognizing bias
in Al systems has prompted a growing body of research and
public discourse on understanding its causes, manifestations,
and consequences leading to development of strategies to mit-
igate its impact [2]. Fairness metrics are used to determine
the extent of the predictions of an AI system are biasing the
results in favour of some individual or group [7].

In this paper, we explore how EC techniques can be utilized
to harness causal relationships among features in a dataset,
aiming to develop models that optimise the key aspects of
AT systems, specifically targeting improvements in fairness
and accuracy. Causal theory, as pioneered by Judea Pearl,
is a fundamental framework for analysing dependencies and
understanding causal relationships in complex systems [13].
We will be evolving causal graphs using GE to build BNs for
optimising fairness and accuracy.

The rest of the paper is organized as the following. The
related work is discussed in Section ??, followed by methodol-
ogy in Section ??7. We present our results in Section ?? which
are discussed in Section ??. Finally, we offer some conclusions
and propose the future directions in Section ?7.
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