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Abstract.  Data is considered the ‘backbone’ of the development of Artificial 

Intelligence (AI) models, including medical device software (MDS) AI models 

that process sensitive health data. Therefore, implementing necessary measures 

to assure data security is a key requirement that should be considered when de-

veloping MDS AI models. Developers face several challenges when assuring 

data security during the development of MDS AI models and the lack of guid-

ance, i.e., a risk management standard or framework on managing the risks to 

sensitive health data is one of the major challenges they face. Moreover, the ex-

isting risk management standards and frameworks have several gaps and imple-

mentation challenges including: the lack of comprehensive threat and vulnerabil-

ity lists; lack of a structured method for risk calculation or estimation; lack of a 

list of risk controls and risk control implementation details; and the need to refer 

to other standards and documentation for further information. Furthermore, cur-

rent regulations and standards on AI model development recommend implement-

ing a risk management process throughout the lifecycle of the AI model as a key 

requirement that should be employed for assuring data security. This paper pre-

sents the reasons behind the need for the development of a new developer friendly 

data security risk management framework that can be implemented by developers 

to assure data security when developing the MDS AI models. Additionally, this 

paper presents the elements that such a framework should contain. Ultimately, 

the framework should assist with improving the trustworthiness of AI and its 

adoption within the MDS industry and society. 
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1 Introduction 

In recent years, Artificial Intelligence (AI) has shown a notable development [1]. AI 

has emerged as a promising tool for handling massive amounts of data to support com-

plicated decision-making, a task that humans may find challenging or even impossible 

to do at times [2]. From 2017 to 2022, the global AI market has shown a compound an-

nual growth rate (CAGR) of 18.3% [1]. Many industries, including healthcare, 
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manufacturing, engineering, education, and communication have been improved as a 

result of the advancements AI has brought to society. AI has the capability to revolu-

tionise the healthcare domain and enhance the effectiveness and productivity of 

healthcare service delivery [3]. The Healthcare AI market is expected to grow at a 

CAGR of 38.1% between 2021 and 2030 [4]. The rise in volume and complexity of 

healthcare data is the primary driver of growth, making the integration of AI in 

healthcare essential [4]. Clinical decision-making that incorporates AI enhances patient 

outcomes and experience, optimises the operation of the health system, delivers value, 

lowers costs, and leverages the potential of big data [5]. 

Software is implemented in the medical device (MD) domain in two different ways: 

Software as a Medical Device (SaMD) and Software in a Medical Device (SiMD) [6]. 

The International Medical Device Regulators Forum (IMDRF) describes SaMD as soft-

ware that is intended to be used for one or more medical purposes without necessarily 

being part of a hardware MD. Furthermore, it defines SiMD as software that is part of 

a hardware MD that helps the MD to achieve the intended medical purpose [6]. The 

majority of AL/ML-enabled MDs fall into the SaMD category [7]. An AI-enabled MD 

uses AI as a part or whole to achieve its intended medical purpose [8]. This paper uses 

the term ‘Medical Device Software AI Models’ to refer to the AI models embedded in 

MDS to perform their intended medical purposes. 

As with other AI models, data is considered the ‘backbone’ of the development of 

MDS AI models and they usually rely on sensitive health data. Compromising this sen-

sitive health data can lead to different issues including incorrect diagnosis, incorrect 

treatments, medical identity theft, and sometimes loss of patient life [9]. Hence, it is 

crucial to find effective ways to manage the risks to sensitive health data when devel-

oping the MDS AI models.  

The goal of this paper is to present the need for the development of a new developer 

friendly data security risk management framework that can be used to assure data se-

curity when developing MDS AI models. This paper addresses the following objec-

tives: 

1. To identify the challenges that affect assuring data security when developing MDS 

AI models. 

2. To identify the challenges for adopting a security risk management standard or 

framework. 

3. To identify the gaps and implementation challenges of the existing risk management 

standards and frameworks.  

4. To identify the data security requirements that should be fulfilled when developing 

MDS AI models. 

5. To identify the elements that should be included in a developer friendly data security 

risk management framework for MDS AI models. 

The paper is organised as follows, section 2 presents the findings of the literature 

review, section 3 presents the gaps and implementation challenges of the existing risk 

management standards and frameworks, section 4 presents the data security require-

ments that should be fulfilled when developing MDS AI models, section 5 presents the 
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structure of the proposed data security risk management framework, section 6 presents 

the future work and section 7 concludes the paper. 

2 Literature Review 

An extensive literature review was conducted to identify the data security challenges 

that affect the MDS AI model development and challenges that affect the adoption of a 

security risk management standard or framework. For the literature review a search was 

conducted on IEEE Xplore, ACM Digital Library, Science Direct (Elsevier) and 

Google Scholar using the search strings; “Medical device software” AND (Artificial 

Intelligence OR AI) model development” AND “data security challenges” OR “data 

security issues” OR “data security risks” OR “data security problems” and “Security 

risk management” AND “(standard OR framework)” AND “(adoption OR implemen-

tation)” AND “(challenges OR barriers OR difficulties)” respectively. The papers that 

meet the inclusion criteria of: (1) present data security challenges in MDS AI model 

development and challenges for adopting a security risk management standard or 

framework; (2) publication year: 2009-2024; (3) full-text available; (4) language: Eng-

lish; were considered for the review. In the first screening, each paper was reviewed by 

reading the abstract and conclusion and if the paper addressed any challenges, it was 

selected for the second screening. Otherwise, it was discarded.  In the second screening, 

the full text of each paper was read to identify whether the paper presents any challenges 

for assuring data security of MDS AI models and challenges for adopting a security 

risk management standard or framework. Finally, a set of challenges presented in Sec-

tion 2.1 and Section 2.2 were identified. 

2.1 Data Security Challenges in MDS AI Model Development  

Data is considered the ‘backbone’ of AI model development, including MDS AI model 

development that particularly relies on sensitive health data such as medication lists, 

diagnostic images and medical records of patients [10]. Compromising this sensitive 

health data can lead to several issues including incorrect diagnosis, incorrect treatments, 

medical identity theft, and sometimes loss of life [9]. Therefore, assuring data security 

is a key requirement that should be considered when developing MDS AI models. How-

ever, several challenges hinder the data security assurance of MDS AI models. The 

findings from the literature review have been published here [11], and this section pre-

sents a summary of the identified challenges. 

Preventing Data Breaches. A data breach can expose sensitive patient health data to 

unauthorised parties which can lead to different issues including medical identity theft, 

privacy violations, incorrect diagnosis and treatment, and sometimes loss of patient 

lives [2, 9, 10]. The volume of healthcare data is increasing in complexity, variety, and 

timeliness, which raises the possibility of attacks [12]. It makes the application of se-

curity controls such as access controls, encryptions, data access monitoring and con-

ducting regular security audits challenging [13]. Moreover, the evolving AI threat land-

scape challenges the implementation of security measures as the implementations 
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require more effort and new insights [14]. The existing security practices need to be 

accompanied by AI-specific practices which address the dynamic nature of the threats. 

For example, additional measures such as continuous risk management should be im-

plemented throughout the entire lifecycle of the AI model [14]. 

Preventing Adversarial Attacks. An adversarial attack has the ability to change an AI 

model's input data, leading to inaccurate classifications in the model's output [15]. The 

two most prevalent adversarial attacks that affect MDS AI models are data poisoning 

and evasion [15]. MDS AI models usually process huge volumes of data making it 

impractical to check every single data point for possible poisoning. The detection re-

quires efficient and scalable methods [13]. Additionally, both data poisoning and eva-

sion attacks can be developed and transferred to different AI models, or versions of the 

same model, in order to maintain the model’s vulnerability over time [16]. Hence, even 

if one defence measure mitigates a specific evasion or data poisoning approach, the 

attacker may find new methods to bypass the defence measures in future models [16].  

Although defence measures such as adversarial training can be used to mitigate both 

data poisoning and evasion attacks, it is difficult to maintain a balance between accu-

racy, robustness and generalisation of the AI models [13, 16]. 

Preventing Cyberattacks. MDS AI models are significantly vulnerable to different 

cyberattacks such as hacking, spyware, ransomware and denial-of-service attacks [17]. 

The dynamic nature of cyberattacks makes it difficult to establish defense strategies as 

evolving cyberattacks cannot be prevented by static approaches like functional testing 

of predetermined behavior or static risk and failure rate calculation methods [18]. Even 

though encryptions and access controls can be used to prevent sensitive health data 

from cyberattacks, they have several limitations such as difficulty in using healthcare 

products and services, particularly in emergency conditions [17]. Although performing 

systematic software updates is essential to identify possible vulnerabilities, it has be-

come a challenging task due to the high safety requirements of the MDs [19].  

Preventing Insider Threats. Any malicious action conducted by an adversary who has 

previous knowledge and access to the MDS can compromise the data security of MDS 

AI models which necessitates robust access controls and methods to monitor user ac-

tions [20]. It is challenging to identify insider threats as they are skilled at bypass-

ing mitigation measures without leaving anything suspicious [21]. Even though access 

controls can be used as a mitigation measure, striking a balance between access controls 

and providing seamless accessibility to healthcare services, especially in emergencies 

is a challenge.  Limited access privileges can reduce accessibility [22].  

Lack of Skilled and Trained Staff in AI and Data Security. One of the most promi-

nent causes for healthcare data breaches are the lack of proper training of healthcare 

staff and users in avoiding data breaches and the lack of knowledge of mitigation 

measures [23]. Most of the MDS development organisations are small in size and usu-

ally lack staff with knowledge of existing security frameworks and guidelines and se-

cure usage of AI [24]. Moreover, the healthcare service providing organisations that 

use the deployed MDS mainly focus on healthcare and usually lack experts in AI and 

data security [24]. Therefore, it may result in several problems, such as inadequate risk 

assessment and security planning, and inadequate security auditing processes [24]. Fur-

thermore, the healthcare industry has difficulties in anticipating future security threats 

due to the lack of understanding of the need of assuring data security [25]. 
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Lack of Guidance on Data Security Risk Management and Complexity of the Ex-

isting Risk Management Standards and Frameworks. Cruz and Tzavaras argue that 

it may be too early to integrate AI/ML into MD applications as the standards and regu-

lations for AI/ML-enabled MD are still being developed [26]. It is still necessary to 

address the problem of lack of clarity related to the application of AI in the MD domain 

[27, 28]. In relation to the assurance of data security when developing MDS AI models, 

the most prominent challenge is the lack of a standard or framework that discusses data 

security risk management of MDS AI models [29]. Moreover, currently there are no 

standards or guidelines that address the risks associated with the use of adaptive algo-

rithms in MDS AI models [26]. The National Institute of Standards and Technology 

has developed a risk management framework that provides guidelines for managing 

AI-related risks in AI systems [30]. However, it does not focus on the data security risk 

management of MDS AI models and does not provide any risk controls and respective 

implementation details for the controls [31]. The new AAMI 34971 standard does not 

address the data security risk management of MDS AI models; instead, it only provides 

directions on managing safety-related risks of AI/ML-enabled MDs [32]. Moreover, 

most of the existing standards and frameworks refer to other standards and documenta-

tion for further details which makes the implementation process more complicated and 

difficult than it needs to be [33, 34].  

This study specifically focuses on addressing this challenge by developing a devel-

oper friendly data security risk management framework that can be conveniently used 

by the developers to assure data security when developing MDS AI models.   

2.2 Challenges for Adopting a Security Risk Management Standard or 

Framework 

Even though implementing a suitable security risk management standard or framework 

is considered one of the most effective ways of managing security risks, the adoption 

process requires overcoming several technical and organisational challenges and barri-

ers [35]. This section presents the adoption challenges identified from the literature 

review.  

Lack of Sufficient Details on the Implementation Process. Most of the existing 

standards and frameworks do not provide enough details that can be used by developers 

when implementing the standards and frameworks conveniently and efficiently [33, 

36–39]. Hence, the lack of sufficient implementation details makes the implementation 

process complex and complicated.  

Lack of Knowledge and Awareness of the Existing Standards and Frameworks. 

As the majority of MDS development organisations are small in size, they frequently 

lack knowledge and awareness of the security risk management frameworks and stand-

ards that are already in place [24, 40]. Typically, the developers working for those com-

panies are inexperienced in choosing the best security risk management framework or 

standard for managing the risks of the MDS they develop [41, 42]. Therefore, they 

usually struggle to select the most suitable risk management standard/framework that 

should be applied to assure the data security of the MDS AI models they develop [41].  
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Selecting the Most Appropriate Standard or Framework for Implementation. The 

unavailability of a risk management standard or framework that specifically addresses 

data security risk management of MDS AI models or at least AI models in general 

makes the selection of a suitable standard or framework difficult and challenging [29]. 

The selection process is specifically a challenging task for the developers who lack 

knowledge of the available risk management standards or frameworks [43, 44]. Select-

ing the most applicable standard or framework requires a rigorous study of the existing 

risk management standards or frameworks which is a challenging task for inexperi-

enced developers [45]. 

Lack of Risk Controls and Respective Implementation Details of the Risk Con-

trols. In general, most of the existing risk management standards and frameworks do 

not provide the risk controls that can be used to mitigate the identified threats [33]. 

Additionally, they lack guidelines on how to implement the risk control measures [33, 

46]. Hence, developers find the identification of suitable risk controls and the guidelines 

related to the implementation of the controls challenging when attempting to mitigate 

the identified threats [41, 43, 46]. 

Dynamic Data Security Threat Landscape. The evolving and complex data security 

threat landscape has also become a challenge for the adoption of a suitable risk man-

agement standard or framework [47, 48]. The existing risk management standards or 

frameworks do not provide guidance on how to react to the dynamically changing data 

security threats and implement necessary measures to prevent the evolving threats [49]. 

More specifically, the existing risk management standards and frameworks do not pro-

vide the necessary flexibility to address the data security risks that can occur in MDS 

AI models due to the use of adaptive algorithms [26]. 

Lack of Finance and Top Management Support. The top management personnel are 

usually resisting providing the required resources and support for the implementation 

of a risk management standard or framework due to the lack of knowledge of the return 

on investment [50, 51]. Most of them think it is a waste of money and time [33]. More-

over, the lack of sufficient budget allocated also makes the implementation process 

challenging [39]. 

3 Gaps and Implementation Challenges of the Existing Risk 

Management Standards and Frameworks 

In addition to the literature review conducted to identify the data security challenges 

and risk management standard or framework adoption challenges, the existing risk 

management standards and frameworks in the domains of data or information security, 

AI, medical devices, and AI-enabled medical devices were evaluated to identify their 

gaps and implementation challenges. This section presents the criteria used to conduct 

the evaluation and the results obtained from the evaluation. 

The criteria were developed by considering the adoption challenges identified in section 

3, i.e., the lack of a risk management standard or framework that specifically discusses 

data security risk management of MDS AI models, the lack of sufficient implementa-

tion details, and lack of risk controls and risk control implementation details, and by 
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reviewing the current literature related to the risk management standards and frame-

works evaluations and comparisons  [33, 44, 46, 52–55]. The criteria were as follows: 

1. Does the standard/framework provide guidelines for performing data security risk 

management of MDS AI models? [29] 

2. Does the risk management standard/framework provide adequate steps for perform-

ing the risk management process? [52, 53] The adequate steps were identified based 

on the steps provided in the ISO 31000:2018 – Risk Management Guidelines, i.e., 

establishing the scope, context and criteria of the risk management process, risk as-

sessment, risk treatment, monitoring and review, and recording and reporting.) 

3. Does the standard/framework provide a comprehensive list of threats? [54] 

4. Does the risk management standard/framework provide a comprehensive list of vul-

nerabilities? [53] 

5. Does the risk management standard/framework detail a structured method for risk 

calculation/estimation (i.e., formulas, scale, matrix)? [53, 54]  

6. Does the standard/framework provide risk controls? [54] 

7. Does the standard/framework provide implementation details that can be followed 

to implement the risk controls? [33, 46, 55] 

8. Does the standards/framework not recommend referring to other standards or sup-

porting documentation for detailed information? [54] 

To identify the existing risk management standards and frameworks, a search was con-

ducted on the British Standard Institution (BSI) website and the Google search engine 

by the lead author and was overseen by members of the Regulated Software Research 

Centre (RSRC), DkIT, Ireland who have many years of experience in the domains of 

MDS development and risk management. Initially, a list of 206 standards/frameworks 

was collected, i.e., 176 from BSI and 30 from Google. During the first screening, re-

vised/withdrawn/superseded and duplicate standards were removed which resulted in 

112 standards/frameworks. Then during the second screening, the standards/frame-

works were analysed by considering the full titles, scopes and descriptions of the 112 

standards/frameworks to identify whether they discuss risks/managing risks in the con-

sidered domains. The second screening resulted in 18 standards/frameworks, i.e., 9 

from BSI and 9 from Google. During the third screening, the 18 standards were exam-

ined in depth to identify whether they broadly discuss and present a risk management 

process that can be applied to managing risks in the considered domains. The third 

screening resulted in a list of 9 standards/frameworks.  

The following 9 standards were included for evaluation: Two standards/frameworks 

from the data or information security domain, i.e., ISO/IEC 27005 [56] and NIST SP 

800-39 [57]; three standards/frameworks from the AI domain, i.e., ISO/IEC 23894 [58], 

NIST 100-1 [30] and ENISA report on securing ML algorithms [59]; three standards 

from the medical device domain, i.e., ISO 14971 [60] and AAMI TIR 57 [61] and 

IEC/TR 80002-1 [62] and one standard from the AI-enabled medical device domain, 

i.e., AAMI TIR 34971[32] The summary of the results of the evaluation is presented in 

Table 1. 
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Table 1. Summary of the results of the evaluation. 

 
 Criteria 

Standard/framework 1 2 3 4 5 6 7 8 

ISO/IEC 27005  ✓ ✓ ✓ ✓    

NIST SP 800-39  ✓       

ISO/IEC 23894  ✓       

NIST AI 100-1  ✓       

ENISA Report   ✓ ✓  ✓ ✓  

ISO 14971  ✓    ✓   

TIR 57  ✓ ✓ ✓  ✓   

IEC/TR 80002-1  ✓    ✓   

AAMI 34971  ✓    ✓   

 

The following gaps and implementation challenges were identified from the evaluation: 

• Lack of a comprehensive list of threats and vulnerabilities: only three stand-

ards/frameworks have provided lists of threats and vulnerabilities that can be used 

to understand the potential threats and vulnerabilities in the respective domains.  

• Lack of a structured method for risk calculation/estimation: only one standard 

i.e., ISO/IEC 27005, has provided a structured method (qualitative risk matrix and a 

quantitative risk calculation scale) for risk calculation/estimation which is manda-

tory for identifying the risk levels associated with each threat and vulnerability com-

bination. 

• Lack of a comprehensive list of risk controls and implementation details for the 

controls: five standards have provided some possible examples of risks controls that 

can be used to mitigate the identified risks. However, none of them provide a detailed 

list of risk controls that can be used to mitigate each of the threats. Moreover, only 

one standard/framework i.e., the ENISA report, has provided risk control implemen-

tation details that can be used by the developers during implementation. Those im-

plementation details were not comprehensive and did not outline the necessary steps 

that should be followed during the implementation of the risk controls (it has only 

provided some possible techniques).  

• Recommending to refer to other standards and documentation for further in-

formation: all the standards/frameworks have recommended to refer to other stand-

ards and documentation for detailed information. It makes the implementation pro-

cess complex and time consuming as the developers need to refer to several docu-

ments when implementing the risk management process. 

The findings of the evaluation supported the adoption challenge identified in section 3. 

Moreover, the findings necessitated the development of a new comprehensive and 
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developer friendly data security risk management framework for assuring the security 

of sensitive health data when developing MDS AI models. 

4 Data Security Requirements for MDS AI Model Development 

Several regulations and standards from the EU and US markets were analysed to iden-

tify the data security requirements that should be fulfilled when developing MDS AI 

models. This section presents a summary of the identified data security requirements. 

Five regulations: The EU AI Act [63]; the EU Medical Device Regulation (MDR) 

[64]; the General Data Protection Regulation (GDPR) [65]; the Health Insurance Port-

ability and Accountability Act (HIPPA) [66] and WHO Guidance on Protection of Per-

sonal Data [67], three standards from the general AI domain: ISO/IEC 5338 [68]; 

ISO/IEC 8183 [69] and ISO/IEC 42001 [70] and two standards from the healthcare AI 

domain: BS 30440 [71] and ITU DEL2.2 [72] were included in the analysis. Even 

though the regulations and standards do not specifically mention the data security re-

quirement that should be fulfilled when developing MDS AI models they have provided 

the following requirements that can be considered for assuring data security when de-

veloping MDS AI models. 

• Implement a risk management process to identify and prevent data security threats 

throughout the development lifecycle of an AI model [64, 70–72]. 

• Implement suitable data security measures to mitigate data poisoning attacks [63, 

68, 70], adversarial attacks [63], unauthorised access [63, 64, 66, 67, 72], disclosure 

[64, 66, 67], alterations, dissemination or loss of personal data [64].  

• Perform risk assessment and risk treatment at regular intervals, planned intervals or 

when significant changes are needed [70]. 

• Implement measures such as encryption and pseudonymization to securely transmit 

and store personal information [64, 72]. 

• Establish a regular procedure to assess the efficacy of security measures and ensure 

continuous improvements [64, 67]. 

• Adhere to recommended cybersecurity procedures. A Data Protection Impact As-

sessment (DPAI) should be carried out at a minimum [71]. 

• Develop a list of risks connected to using the method of machine learning [72]. 

5 The proposed Risk Management Framework 

To address the challenge of the lack of guidance for data security risk management 

when developing MDS AI models, the gaps and implementation challenges of the ex-

isting risk management standards and frameworks and to fulfill the data security re-

quirement in the regulations and standards, this study proposes a new developer 

friendly data security risk management framework. The proposed framework will be 

developed based on the risk management process presented in the AAMI TIR 57 stand-

ard but will be incorporated with several enhancements compared to the risk manage-

ment process provided in the AAMI TIR 57 standard, i.e., providing a comprehensive 
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list of threats and vulnerabilities, providing a structured method for risk calculation/es-

timation, a comprehensive list of risk controls and implementation details, a mapping 

of the threats, vulnerabilities, risk controls and implementation details to the phases of 

the AI model development lifecycle and steps to evaluate the overall residual risk ac-

ceptability.  

The framework will comprise with following elements: 

• A comprehensive list of data security threats and vulnerabilities to MDS AI models. 

Scientific papers, standards, technical reports, recent blog posts, websites and online 

databases will be used as sources to identify the threats and vulnerabilities. 

• A structured method to calculate the risk associated with the identified threats and 

vulnerabilities. Qualitative, quantitative and semi-quantitative methods can be used 

for risk calculation [61]. The guidelines provided by NIST 800-30 and ISO/IEC 

27005 will be used as sources to provide a structured method for risk calculation. 

• A comprehensive list of risk controls and implementation details that can be used by 

the developers during the risk control implementation. Scientific papers, standards, 

technical reports, recent blog posts and websites will be used as sources to identify 

the risk controls and implementation details of the risk controls. 

• A mapping of the threats, vulnerabilities, controls and implementation details to the 

phases of the AI model development lifecycle based on which phases the threats and 

vulnerabilities occur.  

• AAMI TIR 57 states that there is a possibility of new risks being unintentionally 

added to the system due to the implementation of risk controls [61]. Hence, the pro-

posed framework will provide a list of possible threats that can arise from the imple-

mentation of the proposed risk controls. Scientific papers, technical reports, blog 

posts, and websites will be reviewed for the identification process.  

• Guidance for evaluating the overall residual risk acceptability. The framework will 

provide guidance for conducting penetration testing on AI models for evaluating the 

overall residual risk acceptability. Scientific research papers, technical reports, web-

sites, and blog posts will be reviewed to develop the guidance. 

6 Future Work 

As part of the future work, the framework will be developed in three versions. The 

initial Alpha version will be developed by the lead author of the paper by including the 

elements stated in Section 5 and based on the risk management process presented in the 

AAMI TIR 57 standard. Upon completion of the development of the Alpha version, it 

will be validated using expert reviews collected from the experts in the domains of 

MDS AI model development or general AI model development, data security of AI 

models and risk management processes. The Alpha version will be upgraded to the Beta 

version by implementing the necessary suggestions and refinements identified during 

the expert review. Then the Beta version will be trialed in a medical device software 

development organisation that develops MDS AI models. The trial will conclude with 

an interview session to identify improvement suggestions and comments. Finally, the 
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Beta version will be upgraded to the Gama version by implementing the required re-

finements. Hence, eventually, the proposed framework will provide a data security risk 

management framework inclusive of all the sufficient implementation details that can 

be used by the developers to manage the risks to the security of sensitive health data 

during the development of MDS AI models in a convenient way. 

7 Conclusion 

Assuring data security is a key requirement that should be considered when developing 

MDS AI models. However, several challenges obstruct the data security assurance pro-

cess and this study focuses on the fact that the lack of guidance, i.e., a risk management 

standard or framework for managing risks to sensitive health data when developing 

MDS AI models. Even though implementing a security risk management standard or 

framework is identified as one of the most effective and efficient ways to manage se-

curity risks, several challenges hinder the adoption process. With regards to managing 

the data security risks when developing MDS AI models, the lack of such data security 

standards or frameworks is a major challenge that the developers face. Moreover, the 

existing risk management standards and framework have several gaps and implemen-

tation challenges including the lack of a comprehensive list of threats and vulnerabili-

ties, lack of a structured method for risk calculation or estimation, lack of risk controls 

and implementation details for the risk controls and referring to other standards and 

documentation for more details related to the risk management process which compli-

cates the implementation. Hence, this study proposes a new developer friendly data 

security risk management framework for MDS AI models to address the identified chal-

lenges and fulfill the data security requirements detailed in the regulations and stand-

ards. The proposed framework will contribute to the MDS development industry by 

providing a well-structured and comprehensive data security risk management process 

and improving the trustworthy integration of AI in the MDS industry and society.  
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